1.6. Responsabilidad civil

Adaptar o reformular la Directiva 85/374
sobre responsabilidad por danos causados por
productos defectuosos a la inteligencia artificial.
Ultimas novedades”

Adapt or rethinking Directive 85/374 on liability
for damage caused by defective products
to artificial intelligence. Latest news

por

CARMEN MUNOZ GARCIA
Profesora titular Derecho civil Universidad Complutense de Madrid
Miembro del Instituto de Derecho Europeo e Integracion Regional de la UCM
(IDEIR)
Codirectora del Grupo de Investigacion UCM
«Derecho de Darios. Derecho de la contratacion»

RESUMEN: Estamos inmersos en una completa revolucion tecnolégica que ha-
cen aconsejable y necesaria la adecuacion de las normas existentes, a los productos
de la economia digital y circular, con conceptos novedosos y otros actualizados y
con cadenas de valor en las que intervienen multiples agentes hasta ahora descono-
cidos o irrelevantes para la Directiva 85/374 sobre responsabilidad por productos
defectuosos. Por lo pronto, la propuesta de Reglamento sobre Inteligencia Artificial
(2021), a pesar de ser el primer marco normativo sobre la materia, no se ocupa de
la responsabilidad civil. De ahi que teniendo en cuenta las relevantes aportaciones
que este marco incorpora, sea necesario analizar el concreto régimen especial de
responsabilidad civil por producto defectuoso contenido en la Directiva 85/374.
Iniciada consulta publica sobre como adaptar este texto a la IA, no podemos
perder de vista que incluir estos sistemas de IA en dicho marco normativo no
podra suponer reducir garantias para los perjudicados. Esto ha determinado que,
finalmente, el 28 de septiembre de 2022, la UE haya optado por dos propuestas
de Directivas diferenciadas (sobre productos defectuosos, y sobre inteligencia ar-

* Este articulo toma como base la publicacién del mismo nombre: «Adaptar o reformular
la Directiva 85/374 sobre responsabilidad por dafos causados por productos defectuosos a
la Inteligencia Artificial», publicada en Diario La Ley. Ciberderecho, 28 de febrero de 2022, y
a ella se incorporan algunas precisiones y actualizaciones. Ademas, fue objeto de ponencia
expuesta sobre «La responsabilidad por productos defectuosos ante la 1A», en el I Encontro
Hispano-Luso sobre Europa Digital, celebrado en Oporto los dias 9 y 10 de marzo de 2022. Este
trabajo forma parte de estudios realizados en el marco del Proyecto Nacional I+D «Hacia una
Justicia civil eficiente: desafios actuales y proximos desde la perspectiva europea» (PID2019-
103909GB-100), y del Grupo de Investigaciéon UCM 971680 «Derecho de Dafios. Derecho
de la contratacién», validado por la Agencia Estatal de Investigacion (AEI) del MINECO.
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tificial). No obstante, nos centraremos en el estado de la cuestién antes de estas
Propuestas que acabamos de conocer, y a las que les queda un largo recorrido.

ABSTRACT: We are immersed in a complete technological revolution that makes it
advisable and necessary to adapt the existing regulations to the products of the digital
and circular economy, with new concepts and other updated ones, and with value
chains in which multiple agents intervene, hitherto unknown or irrelevant to Direc-
tive 85/ 374 on liability for defective products. For now, the proposed Regulation on
Artificial Intelligence (2021), despite being the first regulatory framework on the matter,
does not deal with civil liability. Hence, taking into account the relevant contributions
that this framework incorporates, it is necessary to analyze the specific special regime
of civil liability for defective products contained in Directive 85/374. Once the public
consultation has begun on how to adapt this text to Al, we cannot lose sight of the fact
that including these Al systems in said regulatory framework cannot mean reducing
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I. EN BUSCA DE UN MARCO JURIDICO ARMONIZADO DE RESPONSABI-
LIDAD CIVIL PARA LA IA

La Comisién europea impulsa la reforma de la Directiva 85/374/CEE' so-
bre responsabilidad por los dafios causados por productos defectuosos (consulta
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publicada el 25 de octubre de 2021), para adaptarla a los profundos cambios
producidos por la digitalizacién, y muy especialmente, para dar respuesta a los
muchos retos pendientes que plantea la IA. Para esta tltima, se ha presentado
un primer y gran marco reglamentario. Por lo que, el punto de partida de la
inevitable reforma de la Directiva 85/374, lo es la Propuesta de Reglamento en
materia de Inteligencia Artificial publicada el 21 de abril de 2021, de la Comisién
europea?, que aunque adopte la forma y el fondo de un Reglamento, se pretende
que sea conocida como «Ley de Inteligencia Artificial» (en adelante, «propuesta
LIA» o «LIA», o simplemente, «propuesta de Reglamento»). En dicho marco
normativo aparece como objetivo que, habran de armonizarse normas que de-
beran tener en cuenta los intereses de productores, proveedores y empresarios
de estas tecnologias emergentes, y los de los usuarios de las mismas. Y aunque
esta propuesta de Reglamento no sera aplicable a aquellos «usuarios» que uti-
licen un sistema de IA «cuando su uso se enmarque en una actividad personal
de caracter no profesional», entiendo que serdn de aplicacién, entre otras, las
definiciones y clasificaciones de estos tipos de sistemas, y que tendran incidencia
al tiempo de fijar la responsabilidad civil por productos defectuosos via adapta-
cién de la Directiva 85/374. El iter pendiente no sera facil, pero si queremos que
el desarrollo e implementaciéon de estas nuevas tecnologias, principalmente la
inteligencia artificial, sean aceptadas por el conjunto de la sociedad por ofrecer
un marco normativo seguro, fiable, que facilite la innovacién y su desarrollo, y
que responda frente a los riesgos creados, habran de garantizarse los derechos
fundamentales y valores de la Unién.

Asi es, previo a esta reforma que ahora se impulsa en materia de productos
defectuosos, para responder en nuevos contextos tecnolégicos, la Comisién eu-
ropea present6 el 21 de abril de 2021 una Propuesta de Reglamento en materia
de Inteligencia artificial, con el objetivo de la Unién de «preservar su liderazgo
tecnolégico y garantizar que los europeos puedan aprovechar nuevas tecnologias»
y que estas «se desarrollen y funcionen de acuerdo con los valores, los derechos
fundamentales y los principios de la UE». Para ello, el firme propésito de la
Comision de: (i) abordar la progresiva implantacién de los distintos desarrollos
de la inteligencia artificial, beneficiosos para el conjunto de la sociedad, y (ii)
contemplar y abordar los riesgos para la seguridad y los derechos fundamentales
de los usuarios. Se trata de presentar normas armonizadas que posibiliten «un
marco juridico destinado a lograr que la IA sea fiable» y que basandose en «los
valores y derechos fundamentales de la UE», por un lado genere confianza y
seguridad entre los usuarios potenciales, y por otro, impulse a las empresas en
el compromiso con el desarrollo, la innovacién y puesta en el mercado de estos
sistemas de TA3.

Sea como fuere, la Propuesta de Reglamento ha generado ya un enorme
impacto en la materia. Por lo pronto, pone negro sobre blanco y apunta a otras
normas europeas con plena vigencia en este marco regulatorio horizontal, apli-
cable a cualquier sector, o bien porque ya se utilizan estas nuevas tecnologias,
o porque se utilizaran en un futuro. Asi, precisa la necesaria coherencia de la
Propuesta con otras normas del acervo comunitario. Por lo que advierte que
deben tenerse en cuenta, la Carta de los Derechos de la UE, y el Derecho deri-
vado de la Unién vigente en materia de: proteccion de datos, proteccién de los
consumidores, no discriminacién e igualdad de género. Lo que nos lleva, entre
otros marcos existentes, al RGPD, a la Directiva 85/374, sobre responsabilidad
por los dafios causados por productos defectuosos, o a la Directiva 2001/95 sobre
seguridad general de los productos®*.
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Por lo pronto, la propuesta de una legislacién horizontal sobre la IA en abril
de 2021, ha mostrado un sistema con caracteres claramente disruptivos y ajenos
al régimen normativo de 1985 (nuevas definiciones y sujetos participantes en la
cadena de valor de la TA, los datos o la capacidad de aprendizaje, entre otros)
que obliga a la adaptacion de la Directiva referida. La Consulta ha estado abierta
desde 18 de octubre de 2021 al 10 de enero de 2022, y la masiva participacion
desde los distintos paises, instituciones, organizaciones o particulares, es solo la
muestra de que el marco normativo vigente sobre responsabilidad del productor
por dafios por productos defectuosos, frente a cualquier perjudicado, habra de
adaptarse a estas tecnologias innovadoras y vendra a complementar la normativa
sobre IA.

Esto dltimo no es nuevo, el Informe de la Comisién sobre la aplicacion de
la Directiva 85/374, de 7 de mayo de 2018°, ya advirtié que aun cuando la nor-
ma europea sobre responsabilidad por productos defectuosos sigue siendo «una
herramienta adecuada» para responder a los productos tecnolégicos, era dificil
de aplicar a productos en la economia digital y circular. Por lo que sugeria que,
ante los multiples interrogantes que se presentan, la Comisién llevara a cabo una
consulta general con todas las partes interesadas, con la pretension de abordar
la adecuada aplicacién de la Directiva ante las tecnologias digitales emergentes.
Precisa que es necesario aclarar y adaptar conceptos juridicos como «producto»,
«productor», «defecto» «dafio» y «carga de la prueba» a la nueva realidad tecno-
l6gica. Advirtié también, la dificultad que supone para los usuarios, el obtener
una compensacién por dafios, ante la propia imposibilidad de probar el defecto
en productos complejos. Las casi cuatro décadas de vigencia ttil de la Directiva,
que ha garantizado que los productores respondan «de los dafios causados por los
defectos de sus productos» (art. 1 de la Directiva), frente a cualquier perjudicado,
empieza a ser insuficiente cuando los retos que tienen que ver con la inteligencia
artificial introduce nuevos elementos, complejos, intangibles, y en muchos casos
ingobernables, que es probable que escapan del control del productor.

II. INICIALMENTE, IMPULSAR LA ADAPTACION DE LA DIRECTIVA 85/374

Asi las cosas, es obligado que nos adentremos en la reforma impulsada
desde la UE de la Directiva 85/374 sobre responsabilidad por dafos causados
por productos defectuosos, ante la dificultad de su aplicacién a productos que
contienen tecnologia digital, y que en su mayoria presentaran gran complejidad
a los efectos de determinar tanto la causa del dafo como el sujeto al que le es
atribuible. Asi es, una de las piedras angulares sobre las que reposa la respon-
sabilidad extracontractual estd en la identificacién de la causa del dafio y en la
atribucién de quién debe responder por el mismo, imputacién objetiva e impu-
tacion subjetiva (atribucién), como las dos caras de la misma moneda. Pero si
esto, hasta ahora, en materia de producto defectuoso y consiguiente aplicacion
de la Directiva 85/374 y normativas de los Estados miembros, no ha estado
exento de dificultades, es evidente que los nuevos desarrollos de la inteligencia
artificial en todos los sectores sociales y econémicos, su implantacién, y el pro-
gresivo funcionamiento auténomo en la asuncién de actuaciones hasta ahora
realizadas por humanos y/o gobernadas por estos, requieren de normas claras y
armonizadas. Sin duda, hay que garantizar que, cuando se materialice el riesgo
y se produzca el dafio, el perjudicado sea resarcido por el perjuicio causado por
un producto —o servicio—, automatizado.
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Ahora bien, esto, con la normativa vigente sobre responsabilidad civil por
producto defectuoso, contenida tanto en la Directiva 85/374 como en nuestra
norma interna en la Ley General de Defensa de consumidores y usuarios (en
adelante TRLGDCU, o TR 1/2007), articulos 128 y siguientes, y con una eficiencia
y validez que se acerca a las cuatro décadas, parece que no posibilita soluciones
validas para los productos con sistemas de IA, aunque estos lo sean de bajo
riesgo, como los sistemas dométicos inteligentes. Tengamos en cuenta que, las
fuentes de riesgo provienen de otros elementos que nos han sido ajenos hasta
época muy reciente, los algoritmos, los datos, y el software creado, junto a que
por su posibilidad de aprendizaje habran de ser tenidos en cuenta en la impu-
tacién objetiva y subjetiva por los dafios causados por el producto defectuoso.

III. ALGUNAS DE LAS MEDIDAS PRECEDENTES ADOPTADAS POR LA UE
PARA PROMOVER LA TIA

La Propuesta de Reglamento en materia de Inteligencia Artificial forma parte
de un paquete integral mas amplio de medidas que fue iniciado en la Unién Eu-
ropea con el Proyecto RoboLaw (2012-2014)¢, y al que le han sucedido no pocos
documentos emitidos por la UE, como muestra no solo del interés por la materia
desde todos los ambitos internacionales, sino también del papel preponderante
por el que ha optado la UE para promover la IA y hacerlo en un marco seguro
para los ciudadanos. Para iniciar el proceso de armonizaciéon de la normativa
europea en la materia, las instituciones de la Unién, en un plazo muy breve,
se han valido de distintos instrumentos que, por orden cronolégico, se pueden
resumir en los siguientes hitos:

a) la Resolucién del Parlamento Europeo de 16 de febrero de 2017, con
recomendaciones destinadas a la Comisién sobre normas de Derecho civil sobre
robética (2015/2103(INL)7;

b) la Comunicacién de la Comisién al Parlamento Europeo, al Consejo, al
Comité Econémico y Social Europeo y al Comité de las Regiones sobre «La cons-
truccién de una economia de los datos europea», de 10 de enero de 2017, en la
que se plantea la posibilidad de aplicar la Directiva 85/374, de responsabilidad por
productos defectuosos, en el contexto de tecnologias emergentes como el internet
de las cosas (IoT) y los sistemas conectados auténomos, como los robots. Puestos
en valor las caracteristicas de estos sistemas mas o menos auténomos respecto del
productor o proveedor, hara que la Comisién se cuestione si se pueden encuadrar
bajo el concepto de productos o servicios, e incluso si encajan en la concepcién
de producto defectuoso utilizado en el marco de la prestacién de un servicio.
Se trata de dar respuesta a la tradicional responsabilidad por producto, princi-
palmente, sin olvidar, si procede, la responsabilidad del prestador de servicios.

¢) el conocido como Dictamen «de iniciativa» sobre «Inteligencia Artificial,
sobre «las consecuencias de la inteligencia artificial para el mercado anico (digi-
tal), la produccién, el consumo, el empleo y la sociedad», del Comité Econémico
y Social Europeo (CESE), emitido el 31 de mayo de 20178. Este, recomienda a
la UE que asuma y ejerza un papel de liderazgo mundial «en la adopcién de
marcos politicos uniformes y universales para la IA, de conformidad con los
valores europeos y los derechos fundamentales». Y advierte que, aunque son
muchos los desafios, prima que el desarrollo de la TA esté basado en el control
humano (human-in-command), y que se elabore un cédigo deontolégico que
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haga compatible la TA con los derechos fundamentales, cuyo desarrollo lo sea
bajo normas de seguridad. Pone también de relieve el rechazo de cualquier tipo
de personalidad juridica para los entes auténomos.

d) la Comunicacién de la Comision al Parlamento Europeo, al Consejo, al
Comité Econémico y Social Europeo y al Comité de las Regiones, sobre la In-
teligencia artificial para Europa, de 25 de abril de 2018°. Ademas de un anélisis
detallado del estado de la cuestion, precisa que la Unién cuenta con elementos
sélidos para liderar la revolucién tecnolégica, ademés de contar con el marco
juridico adecuado y completo, que protege a los consumidores.

e) la Comunicacién de la Comisién al Parlamento Europeo, al Consejo, al
Comité Econémico y Social Europeo y al Comité de las Regiones sobre «Inte-
ligencia artificial para Europa», de 25 de abril de 2018, en la que entre otros
aspectos, la Comisién anuncia la publicaciéon de un documento de orientacién
para la interpretacién de la Directiva 85/374, sobre responsabilidad por los dafios
causados por productos defectuosos (que sera el ultimo y 5.° informe existente
hasta la fecha), y que intentara resolver si este da respuesta a los nuevos sistemas
de IA, IoT y robética. En esta Comunicacion definira, en términos atn difusos,
que se entiende por TA'.

f) el Informe de la Comisién, de 7 de mayo de 2018, sobre la aplicacién
de la Directiva 85/374 acerca de la responsabilidad por los dafios causados por
productos defectuosos!!, que aunque inicialmente tenia por finalidad hacer un
diagnostico de los grandes cambios que se han producido entre 1985 y 2018, dio
un paso mas. Por primera vez, apunta a los grandes retos a los que nos enfren-
tamos en cuestiones como la digitalizacién, el internet de las cosas, la 1A y la
ciberseguridad. Y tras un analisis preliminar, determina que hay que promover
una consulta general, alcanzar acuerdos con todas las partes, elaborar una orien-
tacién pormenorizada de cémo aplicar la Directiva en la actualidad, y abordar un
marco normativo propicio en materia de responsabilidad por productos, adecuado
a la regulacion industrial inteligente. A lo que concluye que, la Directiva 85/374,
util y eficaz hasta ahora, seria objeto de analisis por un grupo de expertos. Estos
centrarian su estudio en dos aspectos claves: por un lado, era preciso examinar
la correcta interpretacién, aplicacion, y no descartada actualizacién de la Di-
rectiva, para conocida la evolucion jurisprudencial tanto de la UE como de los
Estados miembros, examinar las implicaciones de las emergentes tecnologias en
el d&mbito de la responsabilidad por productos. Por otro, habia que evaluar si
el régimen general de responsabilidad por productos defectuosos es adecuado
para responder antes las nuevas tecnologias y si sigue posibilitando el ansiado
equilibrio entre estabilidad de inversiones y confianza de los consumidores. Es
mas, aunque concluye que la Directiva «es una herramienta ttil para proteger a
los perjudicados y garantizar la competencia en el mercado tnico», se cuestiona
si sigue siendo «eficaz» para garantizar la compensacion a los particulares en
los nuevos contextos. Veremos, sin embargo, que después de todo, sera necesa-
ria una revisién en profundidad. No olvidemos, y asi se advierte que, tanto la
seguridad como la responsabilidad de los productos —en caso de producirse
dafios— constituyen un aspecto fundamental para el crecimiento exponencial de
la TA, y que el principio general de responsabilidad objetiva en este contexto de
producto defectuoso, habria de mantenerse sin cambios.

g) el «Informe sobre responsabilidad derivada de la inteligencia artificial
y otras tecnologias digitales emergentes», emitido en noviembre de 2019 por
el Grupo de Expertos creado por la Comision europea en marzo de 2018. Este,
con la pretensiéon de dar respuesta a si la Directiva de productos defectuosos
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y la configuracion de la responsabilidad civil, segin los distintos informes, es
capaz de dar soluciones a las tecnologias emergentes, en concreto, a las nuevas
realidades cambiantes surgidas con la robética y la TA. En dicho informe se
pone de manifiesto la conveniencia de admitir un sistema de responsabilidad
objetiva, y de hacer este compatible con supuestos en los que, el adecuado uso
por el usuario, nos deriva a un sistema de responsabilidad subjetiva o basado
en la culpa. Se expresa ademas, el rechazo pleno a cualquier atribucién de per-
sonalidad juridica a este conjunto de tecnologias de rapida evolucién como son
los robots o cualquier ente auténomo asociado a la TA.

h) el compromiso politico de la presidenta Von der Leyen, de que la Co-
misién presentaria propuestas de legislacion en materia de IA empez6 a dar sus
frutos, y asi, el 19 de febrero de 2020, la Comisién publica el «Libro Blanco
sobre la inteligencia artificial: un enfoque europeo orientado a la excelencia y
la confianza». En este, por la convergencia de tecnologias digitales disruptivas
y cambiantes, decididamente aceptadas por los beneficios socioeconémicos que
la IA representa, se abordan los problemas y riesgos derivados de su desarrollo
y utilizacién. Entonces queda fijado un doble objetivo: promover la adopcion de
la TA y abordar los riesgos vinculados a determinados usos de esta tecnologia.
Para alcanzar esta ambivalente pretension, se pone de manifiesto que, hay que
promover la TA en un marco juridico seguro y fiable para los ciudadanos y otros
usuarios, con la premisa de que la TA «debe ser un instrumento para las perso-
nas y una fuerza positiva en la sociedad, y su fin altimo debe ser incrementar
el bienestar humano».

i) Tras el Libro Blanco, y con las prioridades politicas de la Comisién en ma-
teria de TA muy definidas, el 20 de octubre de 2020, por el Parlamento Europeo, se
publican una serie de resoluciones destinadas a la Comisién en las que partiendo
de la creciente evolucién de la TA y de las tecnologias emergentes similares, se
proponen actuaciones legislativas concretas que garantice un marco juridico seguro
para el adecuado desarrollo e implementacién de la TA: cuestiones como la ética'?,
los derechos de propiedad intelectual'® y la responsabilidad civil** son el objeto
de estas resoluciones del Parlamento. A estas, le han seguido otras actuaciones
del Parlamento en el afio 2021 (sobre IA en el ambito penal y su utilizacién por
autoridades policiales y judiciales en dicho contexto, o sobre la IA en los sectores
educativo, cultural y audiovisual). Ahora bien, por primera vez, se expone que es
necesario fijar un régimen de responsabilidad propio en materia de IA, y que este
debera estar condicionado a un amplio debate juridico. Y aunque en el texto se
contienen conceptos y reglas especificas que proporcionen un marco juridico hori-
zontal y armonizado para todos los sistemas de IA, se fija como propésito adaptar
la Directiva 85/374 sobre responsabilidad por danos causados por un producto
defectuoso al mundo digital, sin variar la definicién de productor del articulo 3 de
la Directiva aludida. Ademas, el concepto sobre IA es todavia ambiguo's, y com-
prende diversidad de sistemas que a su vez conllevan diferentes niveles de riesgos.
Esto ultimo, desaconseja una respuesta univoca en materia de responsabilidad
civil. Y terminé por plasmarse en consecuencias juridicas muy relevantes: para los
sistemas de alto riesgo se proclama la responsabilidad objetiva, y para los otros
sistemas de IA de no alto riesgo, se fija la responsabilidad basada en culpa presunta
(arts. 4.1 y 8.1 y 2 del texto reglamentario contenido en la Resolucién de 20 de
octubre de 2020). Con todo, de adoptarse este régimen, habra que ver como es de
compatible con un claro objetivo que late en cualquier actuacién normativa de las
instituciones europeas en la Europa digital: que la persona afectada o cualquier
tercero que sufra un dafno por un sistema de IA, pueda alcanzar el mismo nivel
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de proteccion que obtendria cuando los dafios se producen por productos en los
que no exista «acciéon u omisién» de un sistema de TA. De ahi que no sea ocioso
recordar que, en la Directiva 85/374, el productor responde con caracter objetivo
frente a cualquier perjudicado por los dafos causados por productos defectuosos.
También advierte esta Resolucion que, las normas especificas para estos sistemas
solo deben adoptar la forma de Reglamento, y que serd un aspecto clave abordar
el tema de la responsabilidad civil. Por lo pronto, la Propuesta de Reglamento en
materia de Inteligencia Artificial, nos da el marco sobre la materia pero para regu-
lar la responsabilidad civil, habra que esperar a la reforma de la Directiva 85/374.
En definitiva, la Resolucién con recomendaciones destinadas a la Comisién
sobre un especifico régimen de responsabilidad civil en materia de inteligencia
artificial'®, fija como aspectos fundamentales que: el acto legislativo apropiado que
contenga las normas comunes y armonizadas para los sistemas de IA debe hacerse
via Reglamento, teniendo en cuenta que, la responsabilidad civil para el daio
causado por un sistema de IA es un aspecto clave de esta Propuesta. Advierte que
no es necesaria una revision completa de los regimenes de responsabilidad civil
que se han mostrado adecuados y eficaces hasta la fecha, si bien, reconoce que,
la complejidad, su grado de conectividad, su opacidad o falta de transparencia,
la vulnerabilidad, la posibilidad de ser modificados mediante actualizaciones,
o su capacidad de aprendizaje auténomo, constituye un handicap insoslayable.
También lo es el elevado nimero de agentes participantes o intervinientes en
las cadenas de valor que participan en el desarrollo de estos sistemas (progra-
madores, proveedores, operador final o inicial, fabricantes, o usuarios como la
entidad bancaria que se sirve del sistema de IA para operar con sus clientes,
entre otros), lo que determina que sea preciso realizar adaptaciones especificas
y coordinadas para posibilitar la responsabilidad civil cuando proceda. Por todos
esos condicionantes, fijar los elementos de la responsabilidad no sera facil. La
concurrencia de causas o la intervenciéon de multiples agentes, nos muestra un
panorama demasiado incierto y cambiante. Aunque si se pone el foco de atencion
en el «operador de un sistema de IA» como el primer responsable visible para el
perjudicado, comparable —dice— al propietario de un vehiculo. Ahora bien, este
sujeto, el denominado «operador», no se limitara solo al que controla el riesgo
asociado al sistema, sino que como maximo garante para la reparacién del dano
a la persona afectada, comprende: al proveedor, al usuario, al representante au-
torizado, al importador y al distribuidor, segin se le ha definido poco después
en el articulo 3.8 de la Propuesta de Reglamento. De ahi, y de otros conceptos a
revisar, que el Parlamento confie a la Comision la necesaria revisién de la Direc-
tiva 85/374 y le inste a que evalte si la Directiva sobre responsabilidad por los
dafios causados por productos defectuosos debe transformarse en un reglamento,
para la armonizaciéon completa, aunque no uniforme (dependiendo del riesgo),
y que analice cémo llevar a cabo la identificacién: del posible responsable, de
la prueba del defecto de un producto —aunque tampoco excluye la prueba de
su culpa— y de la relaciéon de causalidad con el dafio. También advierte que
cualquier actualizacién del marco de responsabilidad por los productos debe ir
de la mano de la actualizacion de la Directiva 2001/95/CE del Parlamento Euro-
peo y del Consejo, de 3 de diciembre de 2001, relativa a la seguridad general de
los productos. Al fin y a la postre se trata de garantizar que los sistemas de TA
sean seguros y protegidos desde el disefio. Definitivamente, se declaran aspectos
fundamentales de actuacién normativa inmediata, para crear el marco comun
de responsabilidad civil para los sistema de IA en la UE: la elaboracién de una
propuesta de Reglamento sobre IA y la revisién de la Directiva 85/374.
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j) Asi, el 21 de abril de 2021, se publica la Propuesta de Reglamento por la
que se establecen normas armonizadoras en materia de inteligencia artificial, y
que toma como punto de partida la clasificacién y categorias de sistema de IA. De
ahi el enfoque del titulo II sobre «practicas de inteligencia artificial prohibidas»,
que basado en los riesgos, distingue entre los usos de la TA que generan i) un
riesgo prohibido o inaceptable, ii) un riesgo alto, y iii) un riesgo bajo o minimo.
De ahi que el tratamiento normativo que se propone dependa de se conceptiie
como de un tipo u otro. El concepto se modifica, frente al texto anterior, y
aunque es principalmente técnico, pretendidamente neutro, y con vocacién de
soportar los avances tecnologicos, determina que debe basarse en las principales
caracteristicas funcionales del software, y en particular en su capacidad para
generar objetivos definidos por seres humanos. Asi, en el articulo 3.1) conceptia
como sistema de IA: «el software que se desarrolla empleando una o varias de las
técnicas y estrategias que figuran en el anexo I y que puede, para un conjunto
determinado de objetivos definidos por seres humanos, generar informacién de
salida como contenidos, predicciones, recomendaciones o decisiones que influyan
en los entornos con los que interacttia». Y aunque contiene todo un marco nor-
mativo reglamentario sobre inteligencia artificial, con objetivos especificos, con
concepciones y configuraciones sobre riesgos posibles, medidas para evitarlos y
subsanarlos y con obligaciones para los «operadores» (el proveedor, el usuario,
el representante autorizado, el importador y el distribuidor), que garanticen que
la TA sea segura y se desarrolle y utilice conforme con las obligaciones asocia-
das a los derechos fundamentales, deja fuera de su ambito el tratamiento de las
cuestiones de responsabilidad civil frente a los perjudicados. Por tanto, quedan
pendiente los dafios causados, vinculados a las nuevas tecnologias, mas concreta-
mente a los sistemas de inteligencia artificial. Para esto tltimo, habra que esperar
a la modificacién de la Directiva sobre responsabilidad por dafios causados por
productos defectuosos. Queda también al margen, como ya dejé de manifiesto
la propuesta de Reglamento, las reglas de responsabilidad de los prestadores de
servicios intermedios (considerando 12).

k) con estos mimbres, el 25 de octubre de 2021, por la Comisién europea,
se publica la consulta publica para la reforma de la Directiva 85/374/CEE del
Consejo, en materia de responsabilidad por los dafios causados por productos
defectuosos, para adaptarla a la era digital, especialmente a la inteligencia arti-
ficial'”. Lo que resulte de esta reformulacién de la Directiva constituird, a buen
seguro, el auténtico régimen normativo de la responsabilidad civil por dafios
causados por la TA.

1) Con todos estos precedentes, y a pesar de que es deseable que las normas
de responsabilidad aplicables a los productos y a la IA se basen en un régimen
de responsabilidad objetiva, la UE ha dado un giro importante. Asi, al tiempo de
recibir este articulo para revisién de pruebas de imprenta, hemos conocido que
la Comisién Europea ha adoptado dos propuestas, de 28 de septiembre de 2022,
que eviten, por el momento, aplicar igual régimen de responsabilidad objetiva
para productos a los sistemas de TIA. Por un lado, la propuesta de Revisiéon de
la Directiva 85/374, para adaptarla a las transiciones ecolégica y digital, y por
otro, una Directiva sobre responsabilidad civil en materia de TA. En todo caso,
el deseo de equiparar las normas sobre los dafios provocados por los sistemas de
IA al régimen de responsabilidad objetiva de la Directiva 85/374, se aplaza para
fomentar la innovacién y el liderazgo tecnolégico. Aun asi, para proteger a los
perjudicados por estos dafios, y a la espera de lo que resulte de estas propuestas,
se vislumbra un régimen garantista que no es nada desdefiable. A pesar de exigir
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la prueba de la culpa de quien provoca del dafio, y la conexién causal entre la
conducta (accién u omisién) y el resultado dafioso, se admiten una atenuaciéon
de la prueba de la causalidad a través de la presuncién de la misma que se veria
dificultado por la propia complejidad de los sistemas de TA. Ademas, se incorpora
a favor del dafiado, ya sean particulares o empresas, un derecho de acceso a las
pruebas presentadas por empresas y proveedores, aunque esto, por el momento,
parece que solo serd asi cuando estemos antes sistemas de IA de alto riesgo.
Salta a la vista que los instrumentos de los que se han valido las institucio-
nes de la Unién son incesantes y variados para dar respuesta inmediata a una
materia que no admite dilaciones. En efecto, si con estas actuaciones, con el
Reglamento, y las reformas de Directivas que sean precisas, conseguimos colocar
a Europa a la vanguardia de un marco normativo seguro, transparente y eficaz,
como se hiciese con la proteccion de datos de las personas fisicas, sera mas facil
alcanzar los objetivos europeos, entre ellos: «preservar su liderazgo tecnolégico y
garantizar que los europeos puedan aprovechar nuevas tecnologias que se desa-
rrollen y funcionen de acuerdo con los valores, los derechos fundamentales y los
principios de la UE». Eso si, es deseable que lo sea sin menoscabar la tutela que
sea precisa para los ciudadanos, que deberan tener el mismo nivel de proteccién
y de garantia, con independencia de si el dafio es causado por un sistema de IA
o por uno que esta al margen de esta tecnologia. Aunque para equiparar ambos
regimenes normativos parece que por el momento tendremos que esperar.

IV. MARCO COMUN NORMATIVO DE LA RESPONSABILIDAD POR PRODUC-
TO DEFECTUOSO ¢Y EN LA IA?

Seguin se desprende de las Conclusiones del Informe de abril de 2018, acerca
de la necesaria actualizacion de la Directiva 85/374, esta adaptacion debe tener en
cuenta que (i) el marco legal sobre la responsabilidad por productos en el &mbito
de la UE, ademas de ser una herramienta ttil para proteger a los perjudicados
y garantizar la competencia en el mercado tnico, es una norma imprescindible
e incuestionable; (ii) el objetivo es que se siga garantizando un equilibrio justo
entre los intereses de consumidores y de todos los productores, en un marco
«favorable y fiable», que permita la innovacion y el liderazgo tecnolégico europeo
seguro; (iii) el principio general de responsabilidad objetiva de la Directiva se
mantenga sin cambios, y cumpla con la funcién principal de la responsabilidad
civil: la reparacién de dafios, y ademas, con la de prevencion del mismo. Asi se
desprende de la conclusién —final—, y a modo de desideratum de este Informe,
ante la denominada «cuarta revoluciéon industrial», al expresar que, «Un marco
de seguridad coherente y tecnolégicamente neutro deberia prevenir los acciden-
tes en la medida de lo posible. No obstante, cuando estos se producen, nuestro
marco de responsabilidad deberia garantizar que los perjudicados obtienen una
reparacion». Clara responsabilidad objetiva y sin atajos en la pretendida reforma
de la Directiva 85/374, que ya se vislumbra en el Informe de 2018. Y que responde
a la idea inicial del texto vigente: desde el momento en que el productor pone
el producto riesgo en el mercado, responde por los defectos de sus productos
(art. 1 de la Directiva). Y responde por los dafos que este cause al perjudicado,
debiendo este probar el dano, el defecto y la relacion causal entre el defecto y
el dafio (art. 4 de la Directiva), no asi la culpa.

Con estos mimbres, y con carécter previo a conocer el contenido de la con-
sulta, no obstante, es oportuno proceder a recordar en qué términos se fija dicho
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sistema de responsabilidad civil en la Directiva, para verificar que la adaptacion
a las nuevas tecnologias, no suponga una minoracién de garantias para el in-
dividuo/usuario frente a la persona que puso el sistema de IA en el mercado y
creé el riesgo, llegando finalmente a causar un dafo o perjuicio. Vayamos pues
por partes, a analizar desde la perspectiva europea, esos conceptos de la res-
ponsabilidad civil por productos de la Directiva 85/374, ampliamente aceptados
hasta la irrupcién de la TA —con los amplios y expansivos automatismos que
esta supone, y con los crecientes riesgos que conlleva—. De nuevo, se trata de
garantizar la maxima armonizacién normativa en toda la UE, adaptdndola a las
nuevas y emergentes tecnologias.

1. AMBITO DE APLICACION

Inicialmente la Directiva 85/374 entendia por «producto» cualquier bien mue-
ble, aun cuando esté incorporado a otro bien mueble o a uno inmueble, incluida
la electricidad. Quedaban excluidas las materias primas agricolas y los productos
de la caza. A este ultimo efecto, se entiende por «materias primas agricolas» los
productos de la tierra, la ganaderia y la pesca, salvo aquellos productos que hayan
sufrido una transformacién inicial. Tras la Directiva 1999/34, de 10 de mayo, se
modifica el articulo 2 de la Directiva 85/374 y se considera «producto» a efectos
de esta norma: cualquier bien mueble, aun cuando esté incorporado a otro bien
mueble o a un bien inmueble. También se entendera por «producto» la electrici-
dad. Quedando finalmente incluidos los productos de la ganaderia, agricultura,
pesca y caza'®. Algiin Estado miembro, como el nuestro, sera mas expansivo'.

A efectos de la tutela por la norma europea, es defectuoso el producto cuando
no ofrece la seguridad que puede esperarse del mismo teniendo en cuenta todas
las circunstancias, especialmente: (a) la presentacién del producto; (b) el uso
razonable del producto; (c) el momento de la puesta en circulacién del producto.
Dejando claro que no podra ser considerado defectuoso si la tinica razén es que
posteriormente se ha puesto en circulaciéon un producto mas perfeccionado®.
Hecho por otro lado, completamente de sentido comtin, una vez que los avances,
los distintos modelos del mismo producto, y el mayor niimero de prestaciones que
se van generando, determinan la variabilidad en el precio de un mismo producto
—segtun modelo y versiones mas completas y complejas—. El iphone 7, el 11 6
el 13 pro, son solo un ejemplo de un mismo producto mdaltiplemente versionado.

No me parece desacertado mantener la clasificacion de defectos de produc-
tos (de fabricacién, de disefio, de informacién), que con ocasién de facilitar el
estudio, fue elaborada por la jurisprudencia norteamericana y que ha sido ilus-
trativa y divulgativa para el conjunto de la doctrina y jurisprudencia. Si sirve
para clarificar, ¢por qué no?

2. SUJETOS OBLIGADOS Y SUJETOS RESPONSABLES

Para la mejor proteccién «del consumidor» frente a los dafios causados por
productos defectuosos, el considerando 4 de la Directiva 85/374 prevé que todo
aquel que participa en un proceso de produccién, deba responder «en caso de que
el producto acabado o una de sus partes o bien las materias primas que hubiera
suministrado fueran defectuosos». Si bien aparece fijado como maximo responsable
el productor, que responde de los dafnos causados por los defectos de sus productos,
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prescindiendo del elemento culpa, de manera objetiva, por la puesta en circulaciéon
del producto por el riesgo creado (art. 1 Directiva 85/374). Se considera como tal,
segun el articulo 3 de la Directiva: «la persona que fabrica un producto acabado,
que produce una materia prima o que fabrica una parte integrante, y toda aquella
persona que se presente como productor poniendo su nombre, marca o cualquier
otro signo distintivo en el producto». De esta manera, se hace responsable a todo
aquel que participa en un proceso de produccion, y se hace extensible a «toda
persona que importe un producto en la Comunidad con vistas a su venta, alquiler,
arrendamiento financiero o cualquier otra forma de distribucién en el marco de su
actividad comercial», que serda considerada como productor del mismo?!. Es mas,
la sentencia del TJUE de 7 de julio de 2022 asunto Keskindinen Vakuutusyhtio
Fennia (C-264/21) precisa respecto del concepto de «productor» al que se refiere
el articulo 3, apartado 1, de la Directiva 85/374 que: «no exige que la persona que
haya puesto o haya autorizado a que se pongan su nombre, marca o cualquier otro
signo distintivo en el producto se presente también de alguna otra forma como
productor de este».

El suministrador, proveedor o distribuidor de los productos en el mercado,
cualquiera que sea el titulo o contrato en virtud del cual realice la distribucion,
responde con caracter subsidiario en los casos en los que el fabricante real —pro-
ductor— no pueda ser identificado, a menos que, dentro de un plazo razonable??,
indique al perjudicado la identidad del productor o importador. Igual ocurre en
el caso de los productos importados, si en estos no estuviera indicado el nombre
del importador, aunque se indique el del productor. Hasta aqui no parece que
haya resquicios una vez que, a falta del productor real, la ley acude al productor
aparente, como asi precisa el articulo 3.3 de la Directiva®.

Si fuesen varios los responsables del dafio, la norma impone la solidaridad,
por lo que el perjudicado podra reclamar a cualquiera de ellos la reparacién
integra del dafio, con el consiguiente derecho a repetir, propio de las obligacio-
nes solidarias, que se regira por las normas internas de cada Estado miembro?.

Con todo lo anterior, si el objeto es proteger al consumidor perjudicado con
la maxima eficiencia, y para ello debe responder todo aquel que participa en el
proceso de produccion, parece que no bastara con los conceptos al uso de la norma
vigente ante los elementos disruptivos de las nuevas tecnologias. Las caracteristi-
cas de los sistemas de TA, la complejidad de la cadena de valor de la que forma
parte, los principales sujetos que participan —algunos hasta ahora ajenos a la
responsabilidad—, y los enormes riesgos que conlleva su puesta en circulacién y
su uso, determinan la necesaria implementacion de obligaciones dirigidas princi-
palmente a proveedores y usuarios, pero también a otros que deben cooperar con
los primeros «terceros pertinentes, y en especial los involucrados en la venta y el
suministro de software, herramientas y componentes de software, modelos pre-
entrenados y datos, o los proveedores de servicios de red» para el cumplimiento
de las obligaciones del Reglamento (considerando 60 de la propuesta de LIA).
Dicho lo cual, la nueva regulacién, debera revisar y definir a estos nuevos sujetos,
determinar obligaciones para todos los intervinientes en el desarrollo y uso de
estos sistemas, para asi poder fijar las consiguientes responsabilidades de cada uno
de los agentes, sin perjuicio de la solidaridad amparada por la Directiva 85/374.

Por lo pronto, el considerando 53 de la Propuesta de Reglamento determina
sin lugar a dudas que: «Conviene que una persona fisica o juridica concreta,
definida como el proveedor, asuma la responsabilidad asociada a la introduccién
en el mercado o puesta en servicio de un sistema de IA de alto riesgo, con inde-
pendencia de si dicha persona fisica o juridica es o no quien disefi6 o desarrollé
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el sistema». Este proveedor, en definitiva, es el mismo que en la Directiva 85/374,
aparece como «productor», y que responden por la mera puesta en circulacion
del producto en el mercado.

Dicho esto, la Propuesta de Reglamento sobre TA se muestra mas ambiciosa
cuando no se limita a fijar obligaciones y responsabilidades para el «proveedor»,
sino que acude a un término més expansivo y ambicioso que comprende a cual-
quier participante en la introduccién en el mercado de estos sistemas de IA, la
puesta en servicio y la utilizacién de los mismos. El nuevo término a acunar,
mas global, es el de «operador», que conforme al articulo 3.8 del texto incluye:
al proveedor, al usuario, al representante autorizado, al importador y al distri-
buidor, e incluira «operadores publicos y privados para garantizar la igualdad de
condiciones» (exposicién de motivos, apartado 5.2.1). Ademas, estaran sujetos a
todas las obligaciones que les imponga el texto definitivo, en atencién al riesgo
que implique la incorporacién del sistema al mercado, sujetos a requisitos, a
evaluacién ex ante, e incluso, a una supervisiéon ex post (exposicién de motivos,
apartados 3.5, 5.2.1, 5.2.3, 5.2.4 y 5.2.6, principalmente), que posibilitara la com-
pensacién por dafos.

3. SUJETO PROTEGIDO

La Directiva 85/374 protege al «perjudicado» (art. 4 Directiva), aunque todo
el texto gira en torno al consumidor. Nuestra normativa sobre consumidores,
en el articulo 128 del TRLGDCU fija, sin ambages, que: «Todo perjudicado tiene
derecho a ser indemnizado» por los dafios o perjuicios causados por los bienes
o servicios.

Sin embargo, la propuesta para la IA menciona solo en ocho ocasiones al
«consumidor», y otras tantas a los «ciudadanos» frente a «los empresarios», prin-
cipalmente para incidir en el propésito de que los primeros obtengan un elevado
nivel de proteccién y confien en las nuevas tecnologias, y en que los segundos,
con un marco normativo adecuado, tengan seguridad y desarrollen este tipo de
sistemas. El texto se aplicara a los proveedores y usuarios de sistemas de IA, y
aunque pudiera parecer que estos, los «usuarios», son los grandes amparados
por los riesgos que generan los sistemas de IA, no seran protegidos en todo caso.
A estos, al igual que a los proveedores, se les imponen obligaciones previsibles,
proporcionadas y claras, y se les incluye como sujetos potencialmente responsa-
bles del adecuado uso de los sistemas de TA. En particular, dice el considerando
58, «los usuarios deben utilizar los sistemas de IA de alto riesgo conforme a las
instrucciones de uso», para concretar en el considerando 59 que: «el usuario
del sistema de IA debe ser la persona fisica o juridica, la autoridad publica, la
agencia o el organismo de otra indole bajo cuya autoridad se utilice el sistema
de TIA, salvo cuando su uso se enmarque en una actividad personal de caracter
no profesional».

El articulo 3 de la propuesta, dedicado a definiciones utilizadas en el texto,
nos proporciona un concepto de usuario como principal participante en la ca-
dena de valor de la TA, con obligaciones y responsabilidades. Este, que es «toda
persona fisica o juridica, autoridad publica, agencia u organismo de otra indole
que utilice un sistema de IA bajo su propia autoridad,...» no comprende el
supuesto en el que «su uso se enmarque en una actividad personal de caracter
no profesional». Este usuario, que no esta sujeto a las obligaciones y respon-
sabilidades del texto, en el caso de resultar perjudicado por cualquier dafio o
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perjuicio producido en el contexto de un sistema de IA, tiene en todo caso, el
amparo de la Directiva 85/374.

Por todo lo anterior, podemos afirmar que mas que un texto de proteccién
para las personas, es un texto que configura los distintos sistemas de inteligencia
artificial seguin el tipo de riesgo que genera, y que como marco reglamentario
sobre TA, pretende impulsar su desarrollo, y proteger los derechos de los ciu-
dadanos en un contexto regulado y seguro. Si bien, y aunque constituye en un
instrumento en beneficio de la sociedad y de los ciudadanos, habra que buscar
la protecciéon en normativa especifica. Por ejemplo, en materia de responsabi-
lidad civil, habra que acudir a la Directiva 85/374, y en su momento, al texto
que resulte de la reforma impulsada recientemente, al igual que en materia de
proteccién de datos, o derechos de propiedad intelectual.

4. RESPONSABILIDAD OBJETIVA Y CAUSAS DE EXONERACION

Con el objeto de que el perjudicado pueda ser indemnizado por los dafios
causados por productos defectuosos, es preciso que pruebe: (i) el defecto; (ii) el
dano; y (iii) la relacién de causalidad entre el producto defectuoso y los dafios
producidos (art. 4 Directiva y 139 TR). Basta pues, que el producto sea defec-
tuoso, y que pruebe la relacion de causalidad, lo que puede entrafiar no pocas
dificultades para el perjudicado sobre quien recae la carga de la prueba. Ahora
bien, esto, la prueba del defecto, no parece que sea una cuestién facil en el am-
bito de la inteligencia artificial.

La Directiva consagra un sistema de responsabilidad del productor (fabricante
o importador) —también del suministrador en el caso previsto en el articulo 3.3
de la Directiva?>— de naturaleza objetiva. Lo que no impide, como asi admite la
norma, la exoneracién de responsabilidad al productor —fabricante o importa-
dor— siempre que pruebe, segiin articulo 7 de la Directiva®:

a) Que no habia puesto en circulacion el producto.

b) Que, dadas las circunstancias del caso, es posible presumir que el defecto
no existia en el momento en que se puso en circulacién el producto.

¢) Que el producto no habia sido fabricado para la venta o cualquier otra
forma de distribucién con finalidad econémica, ni fabricado, importado, sumi-
nistrado o distribuido en el marco de una actividad profesional o empresarial.

d) Que el defecto se debi6 a que el producto fue elaborado conforme a
normas imperativas existentes.

e) Que el estado de los conocimientos cientificos y técnicos existentes en el
momento de la puesta en circulacién no permitia apreciar la existencia del defecto.

La previsiéon de la Directiva admite, como no podia ser de otra manera, la
reduccioén o supresién de la responsabilidad «cuando el dafio sea causado con-
juntamente por un defecto del producto y por culpa del perjudicado o de una
persona de la que el perjudicado deba responder» (art. 8.2 de la Directiva), por lo
que para su moderacién o supresion habra de valorase la mas acertada aplicacién
de la relacién de causalidad. ¢Y si en el resultado dafioso interviene un tercero?
Esta, la intervencion del tercero junto con el defecto del producto, no reducira la
responsabilidad del obligado a responder, si bien, aquel que satisfizo la indemni-
zacion, podra reclamar del tercero la parte que corresponda a su participacion en
el dafio (art. 8 de la Directiva). En este dltimo supuesto, dada la intervencién de
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un tercero, habra de tenerse en cuenta la responsabilidad solidaria y el derecho
de repeticién contemplado en el articulo 5 y 8.1 de la Directiva, si bien, segin
esta ultima disposicion: «la responsabilidad del productor no disminuira cuando
el dafio haya sido causado conjuntamente por un defecto del producto y por la
intervencién de un tercero».

Al hilo de la responsabilidad objetiva, y admitidas las excepciones tasadas
del articulo 7 de la Directiva 85/374, otro articulo de la citada norma, el 15.1,
letra b), reconoce a los Estados miembros que, en materia de responsabilidad
por productos defectuosos puedan optar, en determinados aspectos, tasados, por
otras alternativas: y asi, permite que se responda por los denominados «riesgos
del desarrollo» (letra e del articulo 7). Esto, que permite a los Estados miembros
«disponer en su legislacién que el productor sea responsable incluso si demostrara
que, en el momento en que él puso el producto en circulacién, el estado de los
conocimientos técnicos y cientificos no permitia detectar la existencia del defecto»,
posibilité que en nuestro Derecho interno, tras comunicar la Comisién europea el
texto de la propuesta, e informados los demas Estados miembros, se diese el visto
bueno a que en nuestro ordenamiento interno, el productor responda también por
los «riesgos del desarrollo» en medicamentos, alimentos y productos alimentarios.

Con todo lo dicho a lo largo de esta publicacién, y teniendo en cuenta el
sistema de responsabilidad objetiva proclamado en la Directiva 85/374, podemos
afirmar con rotundidad que, Europa apuesta por un nivel de proteccién maximo
pero con el compromiso de todos los intervinientes, no solo en la adecuada puesta
en circulacién o en servicio de sistemas de IA, sino también en el uso adecuado
del mismo. Ahora bien, la propuesta de Reglamento, que en nada se ocupa de
la responsabilidad a la que se refiere la Directiva 85/374, si pone en valor en la
exposicion del motivos (apartado 1.1) que poco antes a esta propuesta, el 20 de
octubre de 2020, se aprobaron una serie de resoluciones relativas a la IA, entre
ellas, la que constituye nuestro punto de partida al hilo del apartado II de esta
publicacién y que contiene «algunas de las medidas precedentes adoptada por la
UE para promover la IA», en concreto la que aparece como hito letra i), y a la que
nos remitimos en este punto. Baste recordar que dicha resolucion, es especifica
sobre el régimen de responsabilidad civil en materia de inteligencia artificial. Esta,
sin ambages, ademas de advertir de la necesidad de adaptar la Directiva 85/374 al
mundo digital y abordar los nuevos retos, precisa que las reclamaciones por dafnos
se centraran contra el operador de un sistema de IA, que respondera objetivamente
(en los sistemas de alto riesgo), sin que pueda eludir esta alegando que actu6 con
la diligencia debida ni cuando fuese causado «por una actividad, un dispositivo o
un proceso auténomo gobernado por su sistema de IA». En este caso, solo podra
exonerarse si medi6 fuerza mayor. Por lo que este estara obligado a concertar un
seguro de responsabilidad civil. A diferencia del régimen objetivo anterior, para el
resto de sistemas, que no lo sean de alto riesgo, la responsabilidad ser4 subjetiva en
base al criterio de la culpa presunta. Los articulos 4 y 8 de la resolucién de 20 de
octubre de 2020, no dejan lugar a dudas. Este parece que puede ser el sistema
finalmente adoptado en la propuesta de la Directiva sobre responsabilidad civil
en materia de TA, segin el texto adoptado por la CE el pasado 28 de septiembre.

5. DANOS CUBIERTOS Y DANOS NO INDEMNIZABLES AL AMPARO DE LA DIRECTIVA 85/374
El articulo 9 de la Directiva 85/374 fija como danos indemnizables: (i) los

danos personales, por muerte y lesiones corporales (art. 8.a de la Directiva y
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articulo 128 TRLGDCU). Y como en estas ultimas estarian incluidas tanto las
lesiones los de caracter fisico como psiquico, no cabe duda, que quedan compren-
didos los gastos de curacion y el lucro cesante. Y aunque la norma no se opone
a la indemnizacién del «pretium dolors» u otros dafios morales si asf lo prevén
los ordenamientos internos, no aparecen estos bajo su expresa cobertura. No es
ocioso concretar que si estdn excluidos los dafios morales del régimen objetivo
de responsabilidad por producto defectuoso en nuestro ordenamiento interno
(art. 128.2.°); (ii) dafios materiales: siempre que estos afecten a bienes o servicios
objetivamente destinados al uso o consumo privados, y en tal concepto hayan sido
utilizados principalmente por el dafnado, previa deduccién de una franquicia de
500 euros [art. 8.b de la Directiva y art. 141 a) TR]. Quedan excluidos los dafios
en el propio producto defectuoso, que habrian de ser indemnizados conforme a
la legislacion de cada Estado miembro. Una precisién mas del texto, de cara
a las nuevas realidades virtuales, en la Directiva no hay obstdculo a que segin
los ordenamientos internos, se indemnicen «los dafos inmateriales».

Nada dice la propuesta de LIA de abril de 2021 respecto de los dafios in-
demnizables, aunque si lo hace la resolucion del Parlamento Europeo de 20 de
octubre de 2020. Baste recordar que esta constituye el primer texto especifico
sobre responsabilidad extracontractual por el funcionamiento de sistemas de
IA, y que en él se fijan recomendaciones a la Comisién para que dé un régimen
propio en esta materia, via adaptacién de la Directiva 85/374, a ser posible en
forma de Reglamento. En el texto se pide al legislador que el nuevo marco
normativo debe cubrir «los dafios o perjuicios a la vida, la salud, la integridad
fisica, la propiedad y los dafios morales significativos que den lugar a una pérdida
econémica comprobable por encima de un umbral, armonizado en el Derecho
de la Unién en materia de responsabilidad civil, que equilibre el acceso a la
justicia de las personas afectadas con los intereses de otras personas implicadas.
La Comision debe reevaluar y ajustar en el Derecho de la Uni6n los umbrales
relativos a los perjuicios. Por dafio moral significativo debe entenderse un dafo
como consecuencia del cual la persona afectada sufre un perjuicio considerable,
un menoscabo objetivo y demostrable de sus intereses personales y una pérdida
econdémica calculada teniendo en cuenta, por ejemplo, las cifras medias anuales
de ingresos anteriores y otras circunstancias pertinentes». A continuacién anade
que: «el presente Reglamento también debe determinar el importe y el alcance
de la indemnizacién, asi como el plazo de prescripciéon para presentar demandas
en materia de responsabilidad civil. El presente Reglamento debe establecer un
limite maximo de indemnizacién significativamente inferior que el recogido en
la Directiva sobre responsabilidad por los dafios causados por productos de-
fectuosos, ya que el Reglamento solo se refiere al dafio o perjuicio de una sola
persona resultante de una tnica utilizacién de un sistema de IA, mientras que
dicha Directiva se refiere a una serie de productos o, incluso, a una linea de
productos con el mismo defecto» (considerando 16 de la Resolucion).

V. CUAL ERA EL OBJETIVO DE LA CONSULTA

Ya lo hemos advertido: a pesar de reiterarse en multiples ocasiones que la
Directiva 85/374 sobre productos defectuosos, era herramienta adecuada para
responder a los problemas derivados de la adopcién de la TA, es claro que: los
riesgos por el uso y puesta en circulacién en el mercado de estos sistemas de
alto riesgo, junto con la interacciéon de los mismos con las personas, con capaci-
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dad para crear, modificar imagenes o audios, aprender y suministrar informacién
o decisiones, exige una clara delimitacién de obligaciones para quien pone en
el mercado estos sistemas. Ademas, serd imprescindible una mayor y especifica
regulacion relativa a la responsabilidad de productos, como a la relativa a la segu-
ridad de los mismos. Pensemos por un momento en las multiples consecuencias
producidas a los usuarios por las tecnologias que suponen un alto riesgo, y que
a dia de hoy parecen incontestables a través de la norma europea vigente. O al
menos, podrian no parecer suficientemente amparadas. El coche auténomo o la
cirugia robética son una realidad.

Pues bien, tras la Propuesta de Reglamento sobre IA, y constituyendo esta
una parte fundamental de la Estrategia para el Mercado Unico Digital de la UE,
que garantice normas armonizadas sobre el desarrollo, la introduccién en el
mercado de la Unién y el uso de productos y servicios que empleen tecnologias
de TA o se suministren como sistema de IA independiente, se pone de relieve que
existen iniciativas individualizadas de algunos Estados miembros en la materia.
Esto, que dificulta los objetivos marcados con anterioridad en cuanto a fortalecer
la competitividad en un mercado armonizado y seguro, hace necesario que la
iniciativa europea se plasme en una norma armonizadora lo antes posible y que
se de respuesta, entre otras cuestiones a temas candentes y decisivos. Entre ellos,
el de la responsabilidad civil.

Con estos precedentes, ante los retos y oportunidades, pero también ante
los riesgos de las tecnologias disruptivas, se pretenden fijar principios generales,
obligaciones de los agentes intervinientes, y la responsabilidad frente a los usua-
rios no responsables. De ahi que en la consulta publica de la Comisién europea
para la reforma de la Directiva 85/374, abierta del 18 de octubre de 2021 al 10 de
enero de 2022, se reconozca que, el uso y regulacion de ciertos sistemas de TA en
la propuesta de Reglamento, junto la dificultad de identificacién de la persona
potencialmente responsable, la prueba del defecto de un producto complejo y
el vinculo causal con el dafio, por no hablar de la prueba de la culpa si fuera
precisa, requieren de importantes modificaciones de la Directiva. Considera asi
la Comisién que, la necesidad de: (1) implementar y desarrollar sistemas de
inteligencia artificial (2) generar confianza en los potenciales usuarios, y (3)
abordar riesgos para la seguridad y los derechos fundamentales, entrafia grandes
dificultades. Y es asi porque de cara a los dafiados, hay que aplicar la Directiva
a productos en la economia digital y circular, y posibilitar que los perjudicados
obtengan una compensacion por los dafios producidos por sistemas de IA, donde
la prueba del defecto del producto complejo y del dafio que este causa, puede
resultar imposible.

Por otro lado, y aunque en el texto de la consulta se incide en las virtudes de
la norma que ahora se pretende adaptar y reformular (a sabiendas de que como
sistema armonizado ha sido plenamente eficaz para indemnizar a los perjudicados
que sufren dafios por productos defectuosos), y que «se aplica a todos los produc-
tos moviles con independencia de la tecnologia que utilicen, por lo que también
se aplica a los productos basados en la TA», insiste en la necesaria modificacion.
Anadiendo, junto a las dificultades expresadas anteriormente que, muchos de los
conceptos vigentes han quedado desfasados respecto a productos de la economia
digital y circular. Esto, junto a lo ya referido: dificultad de identificacién de los
posibles responsables, del defecto del producto, de la relacién causal, y como no,
de la prueba de la conducta lesiva y del defecto que causa el dafo, no aconseja
mas dilaciones en la adaptacion de la Directiva 85/374. Veremos si varia el actual
criterio de imputacién objetiva de la norma, al margen de la culpa, aplicable en
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la actualidad a cualquier producto admitido como tal en la norma vigente, o por
el TJUE, o si se opta por un criterio de imputacién subjetiva basada en la con-
ducta reprobable. De adoptarse este tltimo criterio para la materia de inteligencia
artificial, entiendo, el dafiado quedaria en una situacién de desproteccién mucho
mas perjudicial de la que le ha sido dispensada hasta la actualidad, o de lo que
lo es mientras no se modifique el texto.

Dicho lo cual, anticipamos que, a resultas de las propuestas de la Comisién
europea adoptadas al tiempo de la revisiéon de pruebas de imprenta de este es-
tudio (dualidad normativa diferenciada para productos defectuosos, y para IA),
el régimen que segun los precedentes analizados es inspirador y aspiraciéon para
regular la responsabilidad en materia de IA, por lo pronto, no se equipararé, al
de la responsabilidad objetiva de la Directiva 85/374. Y es asi a pesar de que
se establezcan normas que dulcifican el régimen de responsabilidad de culpa
presunta para la especifica responsabilidad civil en IA. Asi las cosas, parece que
equiparar ambos regimenes normativos tendrd que esperar en pro de impulsar
la innovacién y el progreso tecnolégico europeo.

VI. CONSIDERACIONES FINALES A LA ESPERA DE LA REFORMA

Se han expuesto de manera breve los retos juridicos que plantea el desarro-
llo, comercializacién y uso de los sistemas de IA, y que estos requieren de una
armonizacién plena en la materia, de acuerdo con valores y principios de la UE.
La propuesta de una Ley de Inteligencia Artificial, via reglamento —para evitar
la fragmentacién normativa en los Estados miembros—, contiene: (i) un concep-
to flexible y neutro acerca de qué se entiende por este sistema; (ii) un ambito
de aplicacion territorial y subjetivo amplio, por el que imponen obligaciones
proporcionadas a todos los participantes en la cadena de valor de la IA; (iii) la
clasificacién de los sistemas de IA en torno a cuatro niveles de riesgo: 1) sistemas
prohibidos; 2) de alto riesgo —para los que se imponen significativas obligacio-
nes aplicables a los proveedores y usuarios de dichos sistemas—; 3) de riesgo
medio/bajo; y 4) restos de sistemas de IA, en principio, no sujetos a la ley de IA.
También contiene (iv) obligaciones para todos los participantes, y sanciones para
segin qué tipo de incumplimiento. Ademas de supervisiones pre y post puesta
en circulacion. Dejando fuera de su marco reglamentario la responsabilidad civil
de los participantes.

Por lo que, para analizar el régimen especial que habra de aplicarse a los dafios
ocasionados por el desarrollo de los sistemas de IA, habra de estarse a lo contenido
en la Directiva 85/374. Por el momento, si se producen dafios por productos defec-
tuosos, el régimen vigente sera el de esta norma supranacional, independientemente
de que el producto incluya o no un sistema de TA. Veremos, si con los datos que
nos proporcionan las actuaciones llevadas a cabo por la UE, como la Resolucién
del Parlamento Europeo de 20 de octubre de 2020, la adaptacion que se lleve a
cabo de la Directiva 85/374, y las propuestas puestas en marcha por la Comisién
europea, tanto para productos de la era digital como para los dafios provocados por
los sistemas de IA, es posible garantizar a los perjudicados la responsabilidad
por dafios en estos contextos.

Vaya por delante que si el enfoque de la responsabilidad objetiva esta basado
principalmente en el riesgo, cuesta entender que las propuestas de reforma de
la Directiva 85/374 sobre la responsabilidad por producto defectuoso, y la de los
danos provocados por los sistemas de IA abandonen este fundamento. Sirva de
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base que los problemas derivados de los rasgos disruptivos de los sistemas de
IA como la complejidad, la opacidad, la dependencia de datos o la autonomia,
exponen a los ciudadanos a mayores riesgos, y que estos han de ser valorados y
supervisados. Es mas, deben obligar a controles periédicos que reequilibren ex-
pectativas, seguridad e indemnidad ¢o es que se debe responderse menos por los
dafios causados por el coche auténomo que por el coche manual o automatico?
Si asi fuese, estariamos contraviniendo el sentido de la Directiva 85/374 que tan
buenos resultados nos ha dado hasta el momento presente.

En linea con todo lo antedicho, son cuestiones claves que habran de con-
cretarse de manera indubitada para lograr imputaciones justas en materia de
responsabilidad civil, por dafios causados por productos con sistema de IA, asi
como posibilitar la reparacién de los perjuicios producidos por quien se beneficia
de la puesta en circulacién del producto, entre otras, las siguientes:

1. El riesgo es el criterio de atribucién de responsabilidad objetiva, y este,
propio de leyes especiales, y especifico respecto de los danos causados por pro-
ductos defectuosos, debe primar frente a cualquier otro, no vaya a ser, que no
haya quién responda. El criterio de la culpa, parece que debe ser la excepcion,
es mas, entiendo que debe ser un criterio de atribucién puramente residual.
No puede faltar considerar el uso indebido por el usuario al objeto de fijar la
reparacion. La concurrencia de causas, como viene siendo habitual, nos traera
algtin que otro quebradero de cabeza.

2. Habra que delimitar cuéles son las obligaciones de cada uno de los par-
ticipantes en la puesta en circulacién del producto, su uso y sus actualizaciones,
para que fijadas estas sea posible fijar las responsabilidades.

3. Determinado lo anterior, la solidaridad es la mejor de las opciones, pero
no valdra, en mi opinién, que todos respondan por igual. La obligacién de res-
ponder de los dafios causados no encaja en estos supuestos, o a mi me lo parece,
en un reparto equitativo de cuotas. Al fin y al cabo, desvirtuaria el sentido de
la prevencién o la funcién disuasoria que se pretende respecto de los distintos
agentes. No vaya a ser que relajemos actuaciones —acciones y omisiones—,
porque al fin y a la postre, vamos a responder igual que el resto de los agentes.

4. Y no olvidemos que si para adaptar la Directiva a la era digital, especial-
mente a los sistemas de IA, adoptamos nuevos conceptos, contemplamos a todos los
agentes que participan en estas nuevas tecnologias, y proporcionamos una cobertura
mas precisa a los intangibles, exigiendo una cumplida prueba de la culpa, podriamos
terminar por modificar el criterio de responsabilidad objetiva para los tangibles, y
habremos desvirtuado el sentido de la Directiva 85/374. Y no solo de la norma vigen-
te, también del Informe de la Comisién sobre su aplicacién, de 7 de mayo de 2018.
De igual modo, contravendria el sentido de la Resolucién del Parlamento de 20 de
octubre de 2020, al que la propuesta de Reglamento sobre TA de 21 de abril de 2021,
le otorga valor de progreso y adaptacion en la materia.

Mientras tanto, a los Tribunales les queda un largo recorrido en cuanto a la
hora de interpretar el Derecho vigente para adaptarlo a los nuevos sistemas de TA.
Para ello, deberan tener muy presente dos aspectos principales que ha hecho valer
el Tribunal de Justicia de la Unién Europea en los ultimos afnos. El primero, e
independientemente de las normas de Derecho interno de cada Estado miembro,
teniendo en cuenta la vigencia de la Directiva 85/374 en toda la UE se determina
que, habran de ser respetados los principios de equivalencia (las normas internas
en materia de responsabilidad por dafios causados por productos defectuosos no
pueden ser menos favorables que las que se aplican a reclamaciones semejantes
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de naturaleza interna), asi como el principio de efectividad (no pueden articularse
normas, ni alegarse falta de las mismas, para hacer imposible o excesivamente di-
ficil la reclamacién). Asi las cosas, el perjudicado debe contar con igual proteccién
frente a los dafios que sufre con ocasiéon de un producto defectuoso, independien-
temente de si el dafo es causado por un sistema de IA o no, o de si tiene lugar
fisica o virtualmente, y debe contar con los cauces adecuados para poder ejercitar
la pretension resarcitoria. De ahi que, los tribunales internos, entre tanto se pro-
duce la reforma, o se impulsa un Reglamento que contemple tanto los productos
al uso, como los basados en sistemas de IA, deberan evitar cualquier vulneraciéon
de los principios de equivalencia y efectividad. ;O es qué habra de responderse en
menor cuantia o con menor rigor cuando la férmula del medicamento defectuoso
se lleve a cabo mediante un sistema de TA, que cuando la misma se lleva a térmi-
no manualmente? Al fin y a la postre, los Tribunales internos, dice el TJUE en la
sentencia de 21 de junio de 2017, asunto N.W. y otros contra Sanofi Pasteur y otros
(C-621/15) «no pueden menoscabar la efectividad del régimen de responsabilidad
establecido mediante dicha Directivax.

Por otro lado, y por lo que se refiere al segundo de los aspectos a tener en
cuenta en la interpretacién y aplicacion del Derecho por los tribunales internos,
este tiene que ver con alguna sentencia del TJUE en la que se advierte que, el ar-
ticulo 7 de la Directiva 85/374, debe interpretarse en el sentido de que un producto
defectuoso «se pone en circulacién cuando se utiliza en el marco de una prestacién
médica concreta que consiste en preparar un 6érgano humano para su trasplante
y el dafio causado a este es consecuencia de dicha preparacion». Ademas precisa
que, no cabe exonerarse de responsabilidad alegando por la sanidad publica que
el producto defectuoso, «ha sido fabricado y utilizado en el marco de una presta-
cién médica concreta totalmente financiada con fondos publicos y por la que el
paciente no debe pagar contraprestaciéon alguna» (STJUE de 10 de mayo de 2001
asunto Veedfald (C-203/99). Otra cosa sera, lo que respecto a los dafios morales
contemple cada Estado miembro, teniendo en cuenta lo sefialado en el articulo 9,
in fine, de la Directiva 85/374. En este sentido, mucho aspectos seran discutibles
en el ambito de la responsabilidad de la Administracién publica por prestacién de
servicios y uso de producto sanitario defectuoso. Pero lo que no es cuestionable es
que la vigencia de la Directiva, en su interpretacion y aplicacion, afecta a cualquier
jurisdiccién en la que se plantee la responsabilidad por producto defectuoso, y que
esta alcanzard en segiin qué casos, al producto que se proporciona con ocasién de
la prestacion de un servicio, muchos de ellos, en la sanidad publica, o en colegios,
centros o instituciones publicas, por poner solo algunos ejemplos.

VIL. INDICE CRONOLOGICO DE SENTENCIAS
ProNuNcIAMIENTOS DEL TJUE

e Sentencia del TJUE (Sala Quinta) de 10 de mayo de 2001 asunto Veedfald
(C-203/99)

e Sentencia del TJUE (Sala Segunda) de 21 de junio de 2017 asunto N.W. y
otros contra Sanofi Pasteur y otros (C-621/15)

¢ Sentencia del TJUE (Sala Décima) de 7 de julio de 2022 asunto Keskindinen
Vakuutusyhtié Fennia (C-264/21)
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PRONUNCIAMIENTOS DEL TRIBUNAL SUPREMO, SALA DE LO CIVIL

e STS (Sala de lo Contencioso-Administrativo) de 1 de diciembre de 2021
(Roj: STS 4521/2021-ECLI: ES:TS:2019:4521)
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! Directiva 85/374/CEE del Consejo, de 25 de julio de 1985, relativa a la aproximacién
de las disposiciones legales, reglamentarias y administrativas de los Estados miembros en
materia de responsabilidad por los dafos causados por productos defectuosos https:/eur-lex.
europa.eu/legal-content/ES/ALL/?uri=celex%3A319851.0374

2 Propuesta de Reglamento del Parlamento Europeo y del Consejo por el que se estable-
cen normas armonizadas en materia de inteligencia artificial (ley de inteligencia artificial)
y se modifican determinados actos legislativos de la Unién https://eur-lex.europa.eu/legal-
content/ES/TXT/?uri=CELEX:52021PC0206

3 Todo lo anterior se desprende de la exposiciéon de motivos de la Propuesta: apartado 1,
sub-epigrafe 1.1. sobre «razones y objetivos de la Propuesta».

4 La Directiva 2001/95, conocida como la Directiva sobre la Seguridad General de los Pro-
ductos (DSGP), requiere que las empresas se aseguren de que los articulos en venta sean seguros
y que se tomen las medidas correctivas cuando se constate que no es tal el caso. Introduce
un sistema de alerta rdapida de la UE para productos no alimenticios peligrosos. Exige que las
empresas garanticen que los articulos a la venta sean seguros y que adopten medidas correctivas
cuando se constate que no es ese el caso. Entendiendo por «producto»: todo articulo destina-
do a la venta al consumidor o que pueda ser usado por el consumidor, ya sea nuevo, usado
o reacondicionado. https://eur-lex.europa.euw/legal-content/ES/TXT/?uri=celex%3A320011L.0095

5 Por primera vez, y tras cuatro Informes precedentes, la Comision evaltia si es ade-
cuada la Directiva 85/374, para dar respuesta a productos mucho mas complejos como
consecuencia de las tecnologias digitales emergentes. Vid Informe https://eur-lex.europa.eu/
legal-content/ES/TXT/PDF/?uri=CELEX:52018DC0246&from=FR

¢ El informe final: Regulacién de las tecnologias robéticas emergentes en Europa: la
robética frente al derecho y la ética. http://www.robolaw.euw/RoboLaw_files/documents/robo-
law_d6.2_guidelinesregulatingrobotics_20140922.pdf

7 https://www.europarl.europa.eu/doceo/document/TA-8-2017-0051_ES.html

8 https://op.europa.eu/en/publication-detail/-/publication/42b4851c-8ela-11e7-b92d-
0laa75ed71al/language-es
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° https://ec.europa.eu/transparency/documents-register/detail?ref=COM(2018)237&lang=es

10 Asi aparece en el texto: «El término “inteligencia artificial” (IA) se aplica a los sistemas
que manifiestan un comportamiento inteligente, pues son capaces de analizar su entorno
y pasar a la accién —con cierto grado de autonomia— con el fin de alcanzar objetivos
especificos. Los sistemas basados en la IA pueden consistir simplemente en un programa
informatico (p. ej. asistentes de voz, programas de analisis de imagenes, motores de busque-
da, sistemas de reconocimiento facial y de voz), pero la IA también puede estar incorporada
en dispositivos de hardware (p. ej. Robots avanzados, automoéviles auténomos, drones o
aplicaciones del internet de las cosas)». Los ejemplos no faltan a lo largo del texto: La IA,
ademas de facilitarnos la vida, nos esta ayudando a resolver algunos de los principales retos
a los que se enfrenta nuestro mundo: desde el tratamiento de las enfermedades crénicas
o la reduccién de las tasas de mortalidad en los accidentes de trafico, la lucha contra el
cambio climatico o la previsién de las amenazas a la ciberseguridad.

I Este informe se centra en valorar la eficiencia de esta norma en el ambito de la IA,
a diferencia de los informes precedentes, el ultimo del afno 1999. https://eur-lex.europa.eu/
legal-content/ES/TXT/PDF/?uri=CELEX:52018DC0246&from=FR

2 La propuesta gira en torno a la repercusiéon negativa que las caracteristicas de IA
puede tener en derechos fundamentales consagrados en la Carta de los Derechos Funda-
mentales de la UE. Senalando que el ser humano debe ser el centro y el beneficiado por
esta tecnologia, y donde las empresas que utilicen esta tecnologia —segun el nivel de riesgo
que puedan generar— superen un test de responsabilidad ética y estén sujetas a revisiones
periédicas. A mayor riesgo mayores obligaciones. https:/www.europarl.europa.eu/doceo/
document/TA-9-2020-0275_EN.html

3 Pone de relieve en la exposicién de motivos de la resoluciéon que: La evaluacién del
conjunto de DPI a la luz de esta evoluciéon debe ser una prioridad en este ambito del Derecho
de la Unién, que sirva para fomentar un entorno propicio para la creatividad y la innovacién
recompensando a los creadores. El papel de la intervencién humana sigue siendo fundamen-
tal para la programacion de dispositivos que utilizan la IA, la seleccion de los datos entrantes
y el ajuste de los resultados obtenidos. Si bien, habra que tener en cuenta que cuando las
creaciones sean generadas, tnicamente, por los sistemas de IA, estos por no estar ligados a
la identidad del autor, no estan a priori protegidos por los derechos de autor, aunque habra
que buscarles un acomodo normativo. La seguridad juridica, también esta en juego en estos
casos. https://www.europarl.europa.eu/doceo/document/A-9-2020-0176_ES.html

4 Sobre esta resolucion, nos ocupamos a lo largo de este trabajo https://www.europarl.
europa.eu/doceo/document/TA-9-2020-0276_ES.html

15 El texto, ante la diversidad de sistemas de IA existentes, y ante la prevision de adaptarse
a todos los sistemas de IA que puedan sucederse en el futuro, pretende incluir el mayor
numero de tecnologias distintas, incluidas —dice—, la simple estadistica, el aprendizaje
automatico y el aprendizaje profundo. Con esta pretension, en el articulo 3, letra a), se
propone como definicién de «sistema de inteligencia artificial»: todo sistema basado en
programas informdticos o incorporado en dispositivos fisicos que muestra un comportamiento
que simula la inteligencia, entre otras cosas, mediante la recopilacion y el tratamiento de datos,
el andlisis vy la interpretacion de su entorno v la actuacion, con cierto grado de autonomia,
para lograr objetivos especificos.

16 Fue, en efecto, este texto del Parlamento Europeo para la Comision, el que fij6 los criterios
determinantes de la responsabilidad civil en el uso de las nuevas tecnologias, advirtiendo que
la cobertura adecuada de esta sera clave para garantizar la confianza por los usuarios en estos
sistemas, y por tanto, repercutira indiscutiblemente en el éxito del liderazgo tecnoldgico, segin
apartado 26 de la Resolucién del Parlamento Europeo, de 20 de octubre de 2020, con reco-
mendaciones destinadas a la Comisién sobre un régimen de responsabilidad civil en materia de
inteligencia artificial. https:/www.europarl.europa.eu/doceo/document/TA-9-2020-0276_ES.html

7 Consulta publica: https://ec.europa.eu/info/law/better-regulation/have-your-say/
initiatives/12979-Civil-liability-adapting-liability-rules-to-the-digital-age-and-artificial-intelli-
gence/public-consultation_en

¥ Asi se recoge en el siguiente link: https:/eur-lex.europa.eu/legal-content/ES/TXT/?uri
=CELEX%3A019991L.0034-19990604
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19 A los efectos de los dafios causados por productos defectuosos, en el Derecho espanol,
el TRLGDCU, en el libro 111, articulo 136, incluira también un producto mas, al objeto de
la responsabilidad por dafios pro productos: el gas. Asi, la citada disposicién fija como
concepto legal de producto: «cualquier bien mueble, atin cuando esté unido o incorporado
a otro bien mueble o inmueble, asi como el gas y la electricidad».

20 E]l articulo 137 TR espanol, fija iguales criterios, si bien incorporara uno maés, y que
es resultado de la doctrina del TJUE, una vez que establece como criterio evaluador un dato
objetivo por comparativo, si tenemos en cuenta que «en todo caso, el producto es defectuoso
no ofrece la seguridad normalmente ofrecida por los demas ejemplares de la misma especie».

2l Por lo que, conforme nuestro articulo 138 TRLGDCU, es productor «el fabricante
o importador en la Unién Europea de: a) un producto terminado; b) cualquier elemento
integrado en un producto terminado; ¢) una materia prima. Ademas del definido en el
articulo 5 TR: fabricante del bien o al prestador del servicio —esta remisiéon general al
prestador de servicios en este articulo inicial de la ley permite extender el régimen de la
responsabilidad por productos defectuosos al prestador de servicios del articulo 147— o
su intermediario, o al importador del bien o servicio en el territorio de la Unién Europea,
asi como a cualquier persona que se presente como tal al indicar en el bien, ya sea en el
envase, el envoltorio o cualquier otro elemento de proteccién presentacion, o servicio su
nombre, marca u otro signo distintivo.

22 En el Derecho esparfiol, el plazo es de tres meses (art. 138.2 TRLGDCU)

2 En nuestro Derecho, ademas de contemplar estos supuestos en los términos de la
norma europea, contempla que el proveedor responder4, como si fuera el productor, cuan-
do haya suministrado el producto a sabiendas de la existencia del defecto (art. 146 TR).

24 En el Derecho espariol, el articulo 1145 del Cédigo Civil asi lo contempla, fijando el
plazo de prescripcién para el ejercicio del derecho, el de un afo a contar desde el pago de
la indemnizacién (art. 1143 CC).

%5 En el Derecho espaniol, la responsabilidad del proveedor, aunque subsidiaria, puede
darse en los casos previstos articulos 138.2 y 146 TR.

26 Mas proteccionista para los perjudicados el Derecho espafiol, que en el caso de los
medicamentos, alimento o productos alimentarios destinados al consumo humano, no per-
mite al productor exonerarse de responsabilidad en el supuesto de riesgos del desarrollo
(art. 140.3 TRLGDCU).
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